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Through a case study, this article explores a number of theoretical issues related to the often taken for granted relationship between simulator fidelity and the quality and transferability of training in complex, dynamic, safety-critical settings. A counterexample based on mid-fidelity simulation is presented and the assumed coincidence of fidelity and validity is tested, that is the study tests the equation of constructed photorealism (built to mimic reality) and effective development of the competence that operators require to manage situations that involve underspecified problems, time pressure constraints and complex group interaction. The article concludes that such competence development cannot rely only on highly context-specific (photorealistic) environments. Further, it will be argued that lower-fidelity simulation, when appropriately designed, can provide competence development with pedagogical and economic advantages.
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1. Introduction

Much of the training in one operational world today – aviation – focuses primarily on ‘technical skills’ (see Dahlström et al. 2006), i.e. the build-up of an inventory of proceduralised interaction with the technical systems of an aircraft. From the start, this training is quite context-specific: it is set in, and tightly anchored to, the local technical environment (of an aircraft cockpit or a simulator with as high a fidelity as economically feasible) in which problem-solving activities are to be carried out. This is analogous to other domains that assert the primacy of learning-by-doing (for example surgery; see Bosk 2003). This means that individual and group generic competencies such as problem solving, communication, coordination or management of unanticipated and escalating situations are likely to arise and emerge only during the exercise of context-specific work (Klein 1998). Such exercise is valorised by the increasing technical sophistication of simulated training environments, in worlds ranging from aviation to shipping to healthcare, which are now using ‘proceduralisation’ of interaction as a means of increasing safety. This article explores a number of theoretical issues and systemic aspects related to the often taken for granted relationship between simulator fidelity and the quality and transferability of training in complex, dynamic, safety-critical settings. A counterexample is presented based on mid-fidelity simulation and the assumed coincidence of fidelity and validity is tested, that is the study tests the equation of constructed photorealism (built to mimic reality) and effective development of the

*Corresponding author. Email: nicklas.dahlstrom@tfhs.lu.se

ISSN 1463–922X print/ISSN 1464–536X online
© 2009 Taylor & Francis
DOI: 10.1080/14639220802368864
http://www.informaworld.com
operator competence required to manage situations that involve underspecified problems, time pressure and complex group interaction. Can such competence development rely on highly context-specific (photorealistic) environments alone? Can lower-fidelity simulation, when appropriately designed, provide competence development with pedagogical and economic advantages?

1.1. Fundamental surprises

Operational activities in any industry contain situations whose subtle and infinite variations may mismatch the exact circumstances of training. This includes ‘fundamental surprises’ (Lanir 1986), i.e. situations that fall outside the procedures constructed for normal and emergency operations. On these occasions, operators must be able to apply skills and knowledge that no training department was able to foresee or deliver. This leaves a residue of potential problems that crews are not prepared for (i.e. they are not in their inventory; see Dismukes et al. 2007). The same is true for other industries and operators as well. Formal mechanisms of safety regulation (through, for example, design requirements, policies, procedures, training programmes, checks of operator competence) will always fall short in foreseeing and meeting the shifting demands posed by uncertainty, limited resources and multiple conflicting goals. For this residue one has to count on crews’ generic competencies to add to the ability of a system to respond to unexpected and escalating situations.

These surprises at the margins of an otherwise very safe system stem from limits in the industry’s knowledge or, more often, limits on its ability to put together diverse pieces of knowledge, as well as from limits on the understanding of operational environments (Lanir 1986). In other words, the knowledge base for creating safety in complex systems is inherently imperfect (Rochlin 1999). Often the problem is not that the industry lacks the data. After all, the electronic footprint left by any commercial flight today is huge. The problem is that this accumulation of noise and signals can muddle both the perception and conception of ‘risk’ (Amalberti 2001, Dekker 2005). Pockets of expertise that may have predicted what could go wrong often exist in some corner of the industry long before any accident.

An example is the Swissair 111 accident in 1998, where the crew responded promptly to the presence of smoke in the cockpit by adhering to the relevant checklist. However, while following the established and trained procedures, fire engulfed the aircraft (Transportation Safety Board of Canada 2003). This accident reminded the industry of the immense difficulty that crews face in making trade-offs when adapting plans and procedures under duress and uncertainty and of industry shortcomings in preparing them for incidents like these (Dekker 2001). In this case, following the procedures turned out to be the problem rather than the solution and this tragedy initiated further research on the use of checklists and procedures (Burian and Barshi 2003). Regarding training for these types of situations, Burian et al. (2005, p. 3) concluded that: ‘the degree to which training truly reflects real life emergency and abnormal situations, with all of their real-world demands, is often limited’.

More recent is the accident of Pinnacle Airlines flight 3701 in 2004, where pilots ferrying an empty 50-seat aircraft carried out several non-standard manoeuvres that made the engines shut down in flight and then failed in their attempts to restart them. This accident exposed lacks in crew knowledge of high-altitude operations, handling of low-speed and stall situations, recovery from double-engine failures and on how the
absence of passengers erodes operational margins (National Transportation Safety Board 2007). The type of engine on the Pinnacle type aircraft had a history of problems with in-flight restarts during flight tests. But few or no operational crews would have been aware of any of this, in part because of structural industry arrangements that regulate who gets or needs to know what and in what depth. Similar restrictions of access to knowledge have played a role in accidents in other industries (e.g. nuclear industry, the Three Mile Island accident and Chernobyl).

1.2. Resilience and the limits of expertise

As a result, some crews will, at some point or other, be left to ‘fend for themselves’ at the edges of an extremely safe industry. It is at these edges that the skills trained for meeting standard threats need transpositioning to counter threats no one has foreseen. The flight of United Airlines 232 in 1989 is an extreme example (National Transportation Safety Board 1990). The triple engine DC-10 lost total hydraulic power and became seemingly uncontrollable as a result of a mid-flight tail engine rupture, with debris ripping through all hydraulic lines that ran through the tail-plane and subsequent loss of hydraulic fluid. The crew figured out how to use differential power on the two remaining engines and steered the craft toward an extremely difficult high-speed landing at Sioux City, Iowa. Despite their efforts, the plane broke up on the runway, but the majority of the passengers and crew subsequently survived the landing. In simulator re-enactments of this scenario, none of 42 crews managed to get the aircraft down on the runway. Both the crew and the investigation concluded that the relatively successful outcome of this impossible situation could largely be attributed to the training of general competencies in the carrier’s crew resource management (CRM) training programme.

Thinking outside the box, taking a system way beyond what it was designed to do (even making use of an adverse design quality such as pitching moments with power changes) are hallmarks of resilience. Resilience is the ability of a system to recognise, absorb and adapt to disruptions that fall outside a system’s design base (Hollnagel et al. 2006), where the design base incorporates soft and hard aspects that went into putting the system together (e.g. equipment, people, training, procedures). Resilience is about enhancing people’s adaptive capacity so that they can recognise and counter unanticipated threats. Adaptive capacity with regard to a narrow set of challenges can grow when an organisation courts exposure to smaller dangers (Rochlin et al. 1987). This allows it to keep learning about the changing nature of the risk it faces – ultimately forestalling larger dangers. Such adaptation could be one explanation behind recent data that suggest that the passenger mortality risk on major airlines that have suffered non-fatal accidents is lower than on airliners that have been accident-free (Barnett and Wang 2000).

United Airlines 232 at Sioux City is such a case. Crews can effectively counter many threats by replicating or slightly varying the technical skills learned during their training. Most non-normal situations in commercial aviation, after all, are quite ordinary or at least recognisable: they fit within the anticipated scenarios and, accordingly, crew behaviour can stay within the prescribed sets of procedures. Then there is a huge middle ground. It consists of daily safety threats that feature (or occur because of) subtle variations that call for some adaptive capacity and response. For example, these threats can demand extra work (e.g. gathering and processing of more data, increased communication and coordination), recruitment of additional expertise (e.g. dispatch, air traffic control) and the deployment of new strategies. Resilience, however, means effectively meeting threats
that represent infinite reconfigurations of – or ones that may lie entirely beyond – what the industry could anticipate.

2. Simulation fidelity and development of resilience

The aviation industry has relied on simulation perhaps more than any other safety-critical industry. While simulators are still used for stick-and-rudder and instrument training, today they are also part of practically all aspects of aviation training (Salas et al. 1998) and the new multi-crew pilot licence (MPL) rests almost entirely on simulated flight training. This investment in simulation reflects an industry-wide confidence that it can save time, money and lives (Bürki-Cohen et al. 1998), in addition to provide effective training – i.e. developing skills and knowledge that are transferable to any target situation.

The evolution of simulation in aviation has mainly been technology-driven, from the introduction of visual systems and computer graphics (Dennis and Harris 1998, Lee 2005), to recent additions of satellite imagery to represent the visual scene of the ground below and current moves to further integrate into simulations the role of air traffic control (Longridge et al. 2001). Although this increase of face-validity to improve training quality has been questioned (Roscoe 1991, Salas et al. 1998, Dahlström and Nählinde 2007), there seems to be a taken for granted assumption within the aviation community that incremental quantitative progress (e.g. more computing power, higher resolution, greater visual angles) adds up to a positive qualitative difference. In other words, as a simulated environment becomes ever more ‘photorealistic’, so does the yield that simulations have for crews and staff. This link between maximum fidelity to maximum training transfer is taken on faith: if it looks real it will provide good training. However, over time the continually increased demand for higher levels of fidelity to make simulations look ‘real’ increase cost and lower availability of training simulators (one has to keep in mind the huge capital investment a commitment to this style of simulation requires). Even though there have been few studies of transfer of training from photorealistic simulators to aircraft (Carretta and Dunlap 1998, Dahlström and Nählinde 2007) and the problems of performing such studies have been documented (Hays et al. 1992, Bell and Waag 1998), the assumed relation between fidelity and transfer of training seems to prevail in the aviation industry (in other industries too, e.g. maritime transport, nuclear power, medicine, as well as in the military).

Some have suggested that lower-fidelity simulations (ones that do not attempt to mimic directly the target technical environment) are a cost-effective alternative and may actually improve many aspects of learning that help people deal with unanticipated situations (Rouse 1981, Roscoe 1991, Caird 1996). As Caird (1996, p. 127) put it: ‘For decades, the naïve but persistent theory of fidelity has guided the fit of simulation systems to training’. In addition, Heeter (1992) concluded that the environmental presence experienced in simulated environments is determined more by the extent to which it acknowledges and reacts to the participant than by the simulation’s physical fidelity. In other words, high levels of technologically driven fidelity can simply be wasteful in terms of costs and time relative to the pedagogical undertaking at hand. (The cost of these simulations may also inadvertently limit access to what the industry considers to be ‘proper’, ‘legitimate’ training opportunities.) As well, ‘featurism’ can be distracting (Jackson 1993), both for the trainer and the trainee, especially when the features argued for, promoted and designed in are skewed in the direction of realism.
The emphasis on photorealism in visual and task contexts may retard or limit the development of skill sets critical for creating safety in domains where not all combinations of technical and operational failure can be foreseen or formalised (and for which failure strategies then cannot be proceduralised and simulated). The assumption that photorealism can capture all possible naturalistic cues in addition to the skills necessary to act competently in these domains may be overly optimistic. Competencies the aviation community recognises as important and significant (e.g. communication, coordination, problem solving, management of unanticipated and escalating situations) are thought to emerge directly from context-fixed simulator training. It is assumed that photorealism can achieve these ends.

The focus on face-validity has muted perspectives on simulation styles and use that could allow a more subtle analysis of cognitive and group interaction aspects to form the base of training. This is particularly true for training of skills related to CRM (Baker et al. 1993). It is in unusual, unanticipated and escalating situations where such skills are most needed. Highly dynamic situations involving underspecified problems, time pressure constraints and complex group interaction are situations that cannot be resolved through procedural guidance. Pertraglia (1998) observed that experience in the world can be neither ‘predetermined nor preordained’ and that this, together with the willing suspension of disbelief, is what should make a simulated activity seem authentic as experience. However, the quarter-century-long aviation industry focus on CRM has resulted in few attempts to provide training that addresses situations with underspecified problems and time pressure in the context of group interaction. The commitment to highly realistic simulation has meant that crews have not been well trained when it comes to situations that are neither ‘predetermined nor preordained’. The recently introduced MPL, which aims to qualify candidate airline pilots as part of a crew from the very beginning of their training by increased use of simulated flight training, is an opportunity to review the relationship between simulator fidelity, quality and transferability of training and the underlying assumptions upon which this training is based.

3. Fidelity and validity: an example of a more complex relationship than assumed

Lund University School of Aviation has been experimenting with lower-fidelity simulations over the last two years to assess the relationship between simulation fidelity and validity – that is, the connection between the faithfulness of the constructed world in which operators are trained on the one hand, and the extent to which this actually supported the development of skills useful in target environment. These experiments are presented here as an example of the complex relation between fidelity and validity of simulator training.

These studies have used a simulation of a ship’s bridge (essentially consisting of a laptop computer, printer and table top) that is simple in regard to the participant interface (printouts) but with time-pressure and various event-driven scenarios built in. These range from minor problems to serious threats to the safety of the ship M/S Antwerpen (Strohschneider and Gerdes 2004). This ‘mid-fidelity’ (far from ‘real’ but capturing sufficient and salient aspects of reality) simulation has been run twice during a two-day M/S Antwerpen training programme, which also included debriefings, discussions and lectures. The participating groups were made up of student pilots, maritime students and operators and the safety and security group of Lund University. Observational notes and video recordings were taken to allow the simulation sessions to be
used as a series of case studies on information management, group coordination, leadership and decision making as well as on management of unusual, unanticipated and escalating situations (Dahlström 2006).

During debriefings, participants have consistently stated that this simulation provides them with relevant and valuable training for their actual work and explicitly wished for more training of this type. In particular, participants with no maritime background find the ‘cross-domain’ elements of the training beneficial. In spite, or perhaps because, of its lack of fidelity to photorealistic representation and feedback, the engagement and level of intensity of communication, cooperation and decision making observed in groups normally surprise the participants themselves as well as instructors. Participants typically bring this up and note that this surprising ability to engage has had an important influence on the training effect. There have been very few requests from participants for increased fidelity to improve the simulation; in fact, contrary opinions have been more often recorded. These comments, together with observations of the over-emphasis (in particular on the first simulation run) on technical ‘real world’ ship parameters (e.g. engine rpm, course and roll angle) and lack of process-oriented discussion, indicates that potential ‘improvements’ to fidelity could in fact have a detrimental effect on the validity of the training. For example, if higher-fidelity features were to be ‘engineered in’, e.g. knobs, levers and buttons, participants are of the opinion that this would shift their focus from generic to procedural competencies. Also, since building in such higher-fidelity items could never bridge the qualitative gap to the ‘real’ thing in any case, much participant attention and commentary would be directed to their insufficiency or still unconvincing nature. The lack of such features leaves groups with no option but to focus on use of general competencies as tools to manage the situations they encounter.

Participant concerns did not focus on the relevance of the simulation (most participants, it needs to be kept in mind, were non-maritime operators) nor on issues during simulation exercises related to maritime technical or procedural knowledge. Instead the researchers heard much from participants about how training of this kind could support development of competencies and understanding applicable to problems that an operator in any industry might encounter. Participants recognised the importance of experiencing and learning to address problems such as unusual, unanticipated and escalating situations in combination with underspecified problems, time pressure constraints and complex group interaction, issues seldom encountered in regular operator training, but key features of the simulation. These observations support the idea that a shift of domain seemed to recreate and emphasise the types of uncertainties reported in incident and accident investigations. High-fidelity flight simulator training is normally focused on removing, rather than enabling, participant understanding of such uncertainties. In addition, the non-domain-specific environment seemed to encourage participants to step out of their normal roles and explore aspects of general group interaction competencies – ones not covered by standard procedures and instructional theory. An example of this was seen during a fire on board the M/S Antwerpen, where one operator in a group of maritime operators insisted on relieving the captain of handling passenger evacuation since he was getting overwhelmed trying to control the spread of the fire. Also, an analysis of M/S Antwerpen group processes and outcomes (in terms of saved lives and damage to ship) show that groups that built up and relied on generic competences performed better than those who relied more heavily on established roles and procedures (van Winsen et al. 2008). This is most clearly seen when maritime students on M/S Antwerpen exercises cooperated far beyond the formal responsibilities of their respective roles compared to maritime operators, who established
standard roles and explicit procedures that they then were unable to break out of as an emergency escalated.

The observations from the M/S Antwerpen simulation support that inherent in problem-solving exercises carried out in high-fidelity (realistic), highly context-specific environments is the risk that they can impede people’s imaginative, creative involvement and the resilience it may eventually deliver to the workplace. Training in high-fidelity settings alone valorises the internalisation of a series of highly contextualised instrumental stimulus–response relationships – putatively stress-resistant procedural responses that may be insensitive to, or even make actors unprepared for, contingencies outside of rehearsed routines. If the desire is to have operators successfully extrapolate and improvise beyond a set of fixed, learned responses, this issue of what is ‘carried away’ from context-specific simulation exercises needs to be looked at more carefully than it has been in the past.

As Roscoe (1991, p. 1) notes: ‘Research has shown that innovations in training strategies, in some cases involving intentional departures from reality, can have stronger effects than high simulator fidelity on the resulting quality of pilot performance’. Indeed, as Caird (1996, p. 128) adds:

...there is some evidence from flight simulation that higher levels of fidelity have little or no effect on skill transfer and reductions in fidelity actually improve training. Reductions of complexity may aid working memory and attention as skills and knowledge are initially acquired.

It may be that the lack of physical fidelity in the lower-fidelity simulation can enhance the focus on training of general principles of communication, coordination and problem solving in a workgroup. These principles are ones that actors can use to understand and resolve situations beyond those covered by procedural guidance (Dörner 1989).

Locking training to context-specific environments affects more than the exportability of instrumentally rehearsed skills. It can also amplify and reify role socialisation. Effective management of escalating or otherwise novel situations has been associated with the breaking out of roles and power structures that were formally designed into the system. It is not clear whether naïve (built to mimic reality) simulation can ‘train’ in this direction at all. When roles are involved, Weitz and Adler (1973, p. 224) concluded that: ‘...it might be wise to stress the principles, not the roles’ to ensure that participants do not ‘become wedded to particular performances’. Roles and power structures often go hand-in-glove (e.g. Captain and First Officer) and various programmes (e.g. CRM training in aviation) aim to soften role boundaries and flatten hierarchies in order to increase opportunities for coordinating viewpoints and sharing information. Operational success in the face of extreme or rapidly shifting demands can hinge on individuals going beyond the formal roles assigned to them – as illustrated by various near-accidents or accidents that could have been worse, such as United 232 at Sioux City (see also Dekker 2005).

4. Conclusion

If no training opportunities exist in which individuals can disconnect from the constant reification and elaboration of their normal operational activities, the ability to respond effectively may remain inextricably anchored to (and fundamentally limited by) known and rehearsed roles, duties and procedures (as shown powerfully in Weick 1993). High-fidelity simulation is normally a costly and restricted resource primarily used to train and emphasise such roles, duties and procedures. Lower-fidelity simulation can complement high-fidelity simulation and serve as an important resource in the creation
of resilient operators. In the research that has been conducted, it seems to force participants to confront the interpersonal and goal-oriented demands of managing unanticipated and escalating situations. These are exactly the work elements that seem to be lost or hidden behind the procedural specifics fostered by high-fidelity training and operational experience. In addition, the limited costs connected to using lower-fidelity simulation could increase availability and frequency of training sessions.

Both the studies of aviation accidents and the use of lower-fidelity simulation reveal a disconnect between the fidelity (or photorealistic faithfulness) of a simulation and its validity (how the skills it develops map on to situations in the target environment). Lower-fidelity simulation allows the development of generic problem-solving skills, such as sharing knowledge, making and following up on plans, dividing work, stepping back for broader evaluation, borrowing time from the future by current task investments and maximally exploiting a group’s available expertise. These skills (and the confidence that comes from successfully deploying them in settings other than the target environment) could contribute significantly to the development of resilient crews in ways that reliance on considerably more costly and more high-fidelity (photorealism) training cannot.

Traditional assumptions about simulation tend to portray both role and context as though they are natural, unalterable facts. This message seems to be implicit in almost all attempts at ‘realistic’ simulation. The current authors would, however, argue that this conveys exactly the wrong message if one wants individuals and workgroups to be adaptive and capable of creative, appropriate improvisation – skills that can be practised and learnt effectively in lower-fidelity simulations to complement the procedural skills gained from high-fidelity simulation. These simulations, by design, can lead participants to rethink their normal roles and behaviour, which, in turn, can help develop more adaptive and flexible competencies, strengthening operator and system resilience in the face of unanticipated and escalating situations.
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