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Research Article

Theoretical Issues in Ergonomics Science

The ironies of ‘human factors’

Erik Hollnagela and Sidney W. A. Dekkerb

aUniversity of Southern Denmark, Odense, Denmark; bSchool of Humanities, Languages and Social Science, 
Griffith University, Brisbane, QLD, Australia

ABSTRACT
The term irony is here used in the sense pioneered in 1983 by Lisanne 
Bainbridge, to describe a solution which increases rather than reduces a 
problem. Bainbridge used the term in relation to automation, but it can 
be applied to other issues, particularly in how human factors engineering 
relies on training, procedures, design and automation as its main app­
roaches to managing human variability. ‘Human factors’ tends to consider 
human agility or performance variability as a liability that should either 
be eliminated or brought under control. The paper encourages us to rec­
ognise that variability is an indispensable asset, without which few of the 
common human factors solutions would ever work.

Introduction

In1983 the British psychologist Lisanne Bainbridge published ‘The ironies of automation’, 
originally in the journal Automatica and soon after as a highly-cited book chapter (Bainbridge 
1987). The first irony was that the more advanced a control system is, the more crucial the 
contribution of the human operator would be. Bainbridge noted that human supervisory 
controllers cannot really be unskilled in their monitoring of whether the automation is 
carrying out its work correctly, because they wouldn’t know what they were looking at (or 
for), and would be useless in case they would need to take over (Billings 1997; Dekker and 
Woods 1999). The second irony was that the designer who tried to eliminate the operator 
still leaves the operator to do the tasks which the designer could not think how to automate—
often without adequate support. The third irony was that the automatic control system was 
introduced because it could do the job more reliably, or cheaper, than the operator, yet the 
operator was asked to monitor that it worked effectively.

For the current paper we adopt Bainbridge’s definition of an irony as a solution which 
expands rather than solves or eliminates a problem, thus making something worse rather than 
better. As Bainbridge did for automation, we do for human factors as a field in a broader 
sense—identifying and discussing its basic ironies. As we do so, we pull in more recent research 
on adaptive automation, cognitive systems, and resilience engineering, to explore how such 
ironies might shine through in the field’s attempts to overcome its contemporary challenges.
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Fundamentally, the ironies of human factors coagulate around the widely-shared (if not 
always explicit) view of humans as parts or components of work systems. This reduction 
applies a physical mechanical analogy which goes back at least to Newton, and more spe-
cifically Julien Offray de la Mettrie in 1747 in his treatise ‘Man a Machine’, even though 
thinking of humans as intricate mechanisms or machines predates even de la Mettrie by 
millennia (cf. Leonardo da Vinci, or even earlier mentions of the Golem (Wiener 1964)). 
Humans, in this conception, are co-constitutive of the larger work system where they can 
be treated as if they were mechanical parts or sub-systems.

Humans are attributed a role both as a mechanical component themselves and as genuine 
parts of a larger socio-technical system or workplace. The temptation to think of humans 
as a machine only grew stronger and became nearly irresistible when digital computing 
machinery became a reality around the middle of the twentieth century.

The comparison between humans and machines has always been made on technological 
premises, and was therefore rarely advantageous to humans. An early expression of that 
view was provided by Paul Fitts, undisputed pioneer of Human Factors Engineering, who 
argued that ‘the final consideration which needs mention is the relative fallibility of a man 
to a machine’ (Fitts 1951, p. 6). The notion that humans at best are fallible machines has 
been legitimate across the field ever since. Fitts also noted that ‘We have been very much 
occupied in perfecting the machines and tools which the worker uses in the economic arts’, 
and went on to say that ‘we have hardly attempted to improve the worker himself ’ (Fitts 
1951, p. iv). His interests led him to propose a rigorous method to compare humans and 
machines, which we now refer to as the Fitts’ list:

We begin with a brief analysis of the essential functions … We then consider the basic ques-
tion: Which of these functions should be performed by human operators and which by 
machine elements? (Fitts 1951 p. x).

This approach later became known as the MABA-MABA list after the initials in (Men 
Are Better At)—(Machines Are Better At) (Dekker and Woods 2002; Sanders and McCormick 
1992). The generic set of solutions and approaches to improving the worker, which Fitts 
was instrumental in developing, became known as Human Factors Engineering. Note that 
Fitts simply—and perhaps more honestly—called it Human Engineering. Human engineer-
ing from the very beginning needed ways to enhance and improve the human factor, not 
only to ensure a better fit between humans and the machines they had to work with, but to 
make humans perform more reliably like the machines or technological artefacts they were 
compared to. Fitts’ three main remedies to engineer the human, from the beginning, were 
training, design, and automation.

Training was to be used to shape humans to meet the requirements of technology and 
was initially seen as an ideal and inexpensive solution, which unlike design and automation 
had a pedigree stretching back thousands of years. Training was also widely practiced by 
most industries and therefore familiar. Design was used to ensure that the requirements of 
machines corresponded to the ‘natural’ abilities of humans, as determined e.g. by the Fitts’ 
list. And automation was the ultimate solution of replacing unreliable humans by reliable 
technology, thereby ensuring a ‘perfect’ match between system components. The three 
solutions were adopted from the start that have been used ever since, although in various 
proportions since they are not mutually independent.
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The ironies of training

It did not take long before it became obvious that training was not the perfect way to engi-
neer the human factor and overcome the problems Fitts wanted to solve. This was due in 
part to performance variability, and insufficient reliability although it was not described as 
an irony at the time. The Achilles heel of human factors, as a discipline, is that it has adopted 
the machine analogy as a universal explanatory and analytical principle for what a human 
is, and can and cannot do. Because of this technological bias, humans were from the very 
beginning seen as inefficient, variable, and unreliable. This view has led to the perceived 
need of human factors engineering as in the Fitts quote above. It is an analogy which still 
is widely, if quietly, accepted. Humans are seen as a liability in consequence of which the 
human factor per se, and specifically human performance variability, became problems 
which had to be addressed:

We have been very much occupied in perfecting the machines and tools which the worker 
uses in the economic arts. We have hardly attempted to improve the worker himself (Fitts 
1951, p. iv).

The premise, or foregone observation, was that the human operator was unreliable and 
inefficient in comparison to machines. These human imperfections made it impossible to 
fully exploit the potential offered by new technologies (Burnham 2009). Where this deficit 
could not be solved by putting in even more technology—particularly autonomous 
systems—training was the way to apply ‘human factors.’ Training can be portrayed as a 
‘Procrustean’ approach (Hollnagel and Woods 1983), referring to the legendary Procrustes, 
a robber of Attica, who had an Inn on the sacred road between Athens and Eleusis (home 
of the Eleusian mysteries). The Inn had a single iron bed, where Procrustes invited everyone 
who passed by to spend the night. Procrustes became famous for making the visitors fit the 
bed, rather than the other way around. If visitors were shorter than the bed, Procrustes 
would stretch them until they were long enough, and if they were too long he would make 
them fit the bed by having parts of their legs lopped off.

In 1959, Taylor and Garvey (see Hollnagel and Woods 1983) used this analogy to criticise 
training when they wrote that two rather different human factor approaches could be dis-
tinguished in efforts to optimise the performance of man-machine systems. One sought to 
standardise performance by ‘making humans shorter,’ i.e. limit or constrain what they should 
do, i.e. using less than their full potential by limiting or constraining their performance. 
The other effort was aimed at ‘making humans longer’ i.e. extend or stretch human capa-
bilities to meet task demands through additional specialised training. It has produced at 
least three ironies.

The idea that people should have just the competence needed to do the job, but no more 
because it would be a waste of effort, got a new lease on life with the introduction of Scientific 
Management widely known as Taylorism (Taylor 1911). Scientific management claimed 
that performance variability could—and certainly should—be reduced. Work reliability, 
quality and efficiency would be improved by ensuring that people did exactly what they 
were told to do; neither more nor less than requirements of the system demanded. The 
solution of ‘making people shorter’ resembles the third principle of Taylorism, listed below 
(Taylor 1911, p. 14):
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1.	 Analyse tasks to determine most efficient performance;
2.	 Select people to achieve best match between task requirements and capabilities;
3.	 Train people to ensure the specified and required performance but nothing more 

and nothing less than that;
4.	 Insure compliance by economic incentives.

Training can also be used to ‘make humans longer’ i.e. to extend or stretch their capa-
bilities and skills beyond what they would naturally or normally do through long and 
specialised training. This has become increasingly necessary as we build human-machine 
systems and work environments that no longer are intuitive despite attempts such as eco-
logical interface design (Flach et al. 1996; Vicente 1999). Few people can naturally or intu-
itively fly a modern aircraft, or control a nuclear power plant, and perhaps not even drive 
a present-day EV without some additional ‘stretch’ of their knowledge, skills and capabilities. 
This realization has come to the fore recently in the two fatal accidents involving the latest 
version of the Boeing 737 (the MAX). The manufacturer’s (and indeed, many operators’ 
implicit) insistence that no training should be required for pilots transitioning from earlier 
737 models became directly implicated in the two accidents. Pilots didn’t stand much of a 
chance in the face of an automation take-over and nose-dive by hidden software (cf. Dekker 
and Woods 1999; Sarter, Woods, and Billings 1997). This software was, ironically, meant 
to smoothen out the difference between the MAX and previous generations for certification 
purposes, but pilots (and airlines) were never made aware of its existence. It denied them 
the chance to build out their variability so that they might have stretched their capabilities 
to meet its potentially fatal automation surprise (Defazio and Larsen 2020; Dekker, Layson, 
and Woods 2022; Herkert, Borenstein, and Miller 2020).

The irony of procedures

Procedures have, since the early years of HFE, been an essential solution (Brown, Moran, 
and Williams 1982; Degani, Heymann, and Shafto 1999; IFALPA 2005; Rasmussen and 
Jensen 1974). There is, however, always a difference what people actually do (Work-as-Done, 
or WAD) and what they are or were supposed to do (Work-as-Imagined or WAI), which is 
the opposite of the intended outcome (De Keyser, Decortis, and Van Daele 1988; 
Hollnagel 2012b):

•	 Work-as-imagined (WaI) represents the various assumptions, explicit or implicit, that 
people have about how their own work as well as the work of others’ (e.g. co-workers 
or team mates) should be done and what others do, for instance how people at the 
sharp end think of people at the blunt end, and vice versa. WaI is related to the concept 
of requisite imagination. WaI represents what we at present are able to imagine about 
the future; about another time and place.

•	 Work-as-done (WaD) represents how something is actually done, either in a specific 
case or more routinely the typical or habitual way of carrying out a prescribed activity, 
and therefore represents what ought to have been imagined.

•	 There will for a number of reasons always be a difference between how work is ‘imag-
ined’ or thought of and how work is actually done.
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•	 The solution to this difference is to try to understand what determines how work is 
done and to find effective ways of managing that to keep the variability of WaD within 
acceptable limits. (But not by constraints and compliance, or, in other words, by mak-
ing people ‘shorter’.

Efforts to improve the uniformity of work in practice often rely on standard procedures, 
and it is generally taken for granted that the standards themselves (a form of WaI, after all) 
are complete and correct. Following the guidance provided by the standards to the letter is 
therefore assumed to compensate for human shortcomings and performance variability 
and result in work that is correct and flawless as long as work and workers comply with the 
standards. There is usually an insistence on compliance to standards, where non-compliance 
is a frequently used explanation when something has gone wrong. Of course, the irony is 
that there is ample evidence that non-compliance, particularly in non-standard situations, 
can be safer than sticking with the rules (Bieder and Bourrier 2013; Carim et al. 2016; 
Dekker 2001, 2003; McGinty 2008), if anything because there is no appropriate WaI script 
for the situation facing the humans: as in the MAX case cited above, nobody (at least nobody 
in the cockpit) could have ‘imagined’ the work that needed doing to save the day.

The ironies of design

To improve the performance characteristics of human-machine combinations, the choice 
is thus either trying to alter the human so that they fit the machine better, or modifying the 
machine to fit the human. This very dichotomy was of course the origin of ‘human engi-
neering’ in the first place, departing from behaviourism in the 1940s: the world and its 
machines weren’t fixed just for people to have to adapt to: they could be changed, modified 
and improved to fit human characteristics (Fitts 1951; Fitts and Jones 1947; Roscoe 1997). 
The logical alternative was to design the technology so that the requirements correspond 
to how people naturally perform, requiring neither too much, nor too little (Hollnagel 1993).

The systematic study of Human-Machine Interaction (HMI) arose from the need to 
solve practical, technological problems, but the basis for the description was, as ever, the 
engineering view of humans as and machines. The technical and engineering fields had 
already developed a powerful vocabulary to describe how machines worked and it therefore 
seemed natural to apply the same vocabulary to how people worked—indeed to use this as 
a basis for modeling human performance. One consequence of this was the forced autom-
aton analogy, for example to think of or describe human (cognitive) functioning by use of 
the information processing metaphor (Newell and Simon 1972; Wickens 1984), even though 
the automaton analogy can be found in practically every explanation of human performance 
including behaviourism and psychoanalytic theory (Watson 1978).

Some have helpfully conceived of design as telling stories about the future (Carroll and 
Campbell 1988; Roesler et al. 2001). Design is about shaping something, an artefact, a work 
process, a task or job, a machine, or a tool, that does not yet exist, in particular shaping how 
it is going to be used or how it should be used for the joint cognitive system to achieve the 
goals it intends to achieve. Designing an artefact cannot avoid also being Cognitive Task 
Design (Hollnagel 2003), but even if as we do so, telling stories about the future affects or 
changes the future. The specific problem here is that it proposes improvements to a situation 
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and set of working conditions that are imprecisely known, and not precisely knowable 
(cf. WaI versus WaD).

An irony of design is that the inevitable differences WaI and WaI weaken the very basis 
from which the design is made. It is inevitable that a design cannot solve the problem it was 
supposed to address but possibly make it worse. By creating more uncertainty it can iron-
ically increase rather than reduce the need for human performance variability to fill out 
the gaps between design (WaI) and reality (WaD). An extensive study of the necessary 
adaptations in the operating room by anaesthetic teams to accommodate new technologies 
for monitoring patients on cardiopulmonary bypass (Cook and Woods 1996) revealed how 
practitioners needed to engage in an extensive workaround before each procedure so that 
they were able at all to monitor (and respond to) rapid changes in blood pressure. The 
spontaneously emerging set-up procedure was elaborate:

Identifying which transducer was connected to which physical channel was accomplished 
before the preanesthesia phase: Technicians plugged in the cables, assigned the labels to each 
channel, mechanically and electronically zeroed the transducers, assigned the channels to 
appear on the fixed-scale window, and finally called that window to the screen (Ibid, p. 600).

Practitioners took to the continuously reconfigured display so much that they started 
referring to it as the ‘normal’ screen, despite the fact that it was anything but, and that it 
needed significant set-up and configuration to produce—every time again.

The solution for human factors, at least in theory, is neither to force WaD to comply 
with WaI—as in the Zero Accident Vision (Zwetsloot et al. 2013) or, say, quality (Amalberti 
et  al. 2005), nor is it to constrain WaI so that it corresponds to WaD as Scientific 
Management tried to do. A solution is rather to try to understand what determines how 
work is done and to find effective ways of managing that to keep the variability of WaD 
within acceptable limits (but not by using constraints and compliance to make humans 
‘shorter’). This notwithstanding, there remains an irreducible difference between WaD 
and WaI, due to complexity, our limited imagination and the tradition to learn from what 
has gone wrong rather than what has gone well (Hollnagel 2008). The systems we design, 
of course, end up mostly functioning not because of their design or our ability to anticipate 
WAI, but because human performance variability compensates for design deficiencies 
and the limits of our imagination about the working conditions it will encounter (Cook 
and Woods 1996; Hollnagel 2012a).

The irony is that attempts at eliminating human performance variability—provided this 
was even possible—would not solve the problems of imprecision, of the nuances and ‘messy 
details’ of what actual practice requires, or of variability and lack of speed. Instead, it might 
only make them larger, and confront us with the realization that we cannot do without the 
‘human factor’ which we have been trying to get rid of. Performance agility is necessary 
whatever the mode of operation, as the conceptual putty that fills out the cracks between 
WaI and WaD. Human factors as a field has been preoccupied with the legacy view of 
humans as a liability and source of error and variability. But again, without this variability, 
no system would be able to function. Performance agility is the putty for the inevitable 
discrepancy between WaI and WaD. Doubly ironic is that trying to constrain human per-
formance by training or design, leads to an increase rather than a reduction of human 
performance variability.
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The ironies of automation (redux)

An automaton can be described by a set of inputs, outputs, internal states and the corre-
sponding state transitions; a classical example of this is the Turing machine. More formally, 
a finite automaton is a quintuple:

A We O S= ( ), , , ,λ δ 	

where We is the set of inputs,
O is the set of outputs
S is the set of internal states
λ: S x We→ S is the set of rules for determining the next state, and
δ: S x We → O is the set of rules for determining the next output.
A machine, or a program, can be described as a finite state automaton or a state machine 

in terms of the quintuple defined above (a set of inputs, outputs, internal states, and state 
transitions: all programming languages are actually based on that assumption). In order 
for the machine to work and to produce a predefined output, it must get a correct input. 
This means that the human user must respond in a way that corresponds to the predefined 
categories of inputs that the machine can recognise. If not, the machine, hence the joint 
system (Hollnagel and Woods 1983) cannot function appropriately; it will become ineffec-
tive or even unreliable (Sarter and Woods 1997).

Assume, for instance, that the automaton is in a state Sj. From that state it can, as defined 
by λ, progress to a predefined set of other states (Sk, …, Sm) or produce a predefined output 
(Oj) as defined by δ only if it gets the correct input (Ij). If the system in question is a joint 
human-machine system then the input to the automaton is provided by the human. The 
human must provide an input that the automaton can interpret. Any other response by the 
user will lead to one of two cases:

1)	 The input may not be understood by the automaton, i.e. transition functions λ and 
δ are not defined for the input. In this case the automaton may either do nothing or 
move to a default state.

2)	 The input may be misunderstood by the automaton, for instance if the semantics or 
the syntax of the response have not been rigorously defined. In this case the autom-
aton may possibly malfunction, i.e. be forced to a state which has not been antici-
pated. This happens easily if the input was a physical control action or manipulation, 
e.g. like switching something on or off, opening a valve, etc.

If the Human-Machine System is to function properly, the human user must provide a 
response that falls within a limited set of pre-defined responses (the set of recognisable 
inputs). But the determination of the human user’s response is a function of the information 
available. The output from the machine constitutes the input to the user, which itself is a 
function of the previous input i.e. what the user did. Current operations therefore depend 
on previous output from the machine, or on what has happened before. The content and 
structure of the machine’s output must therefore be correctly understood by the user, i.e. 
correctly interpreted and mapped onto one of the predefined answer options (Sarter and 
Woods 1995). In order to do that, the designer has to consider the user as a finite state 
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automaton, as a machine. Of course, people may interpret information in many different 
ways depending on the context. And there is no way in which we can possibly account for 
this infinity of interpretations (Work-as-Imagined or WAI will always be different from 
Work-as-Done or WAD) (Cilliers 2002). Work-as-Done remains a moving target because 
internal and external working conditions (demands, and resources) never are stable or fully 
predictable. The design requires that the user interprets the information in a limited number 
of (pre-) specified ways. Design, in other words, forces the human user to function as a 
finite state automaton (An everyday example of that is the menu-based user interfaces—
visual or auditory—which helps restrict the user’s degrees of freedom).

An issue of automation which Bainbridge did not address explicitly is the substitution 
principle (Hollnagel 1999). The substitution principle expresses the common assumption 
that artefacts are neutral in their effects and that their introduction into a system therefore 
only has intended and no unintended consequences. The basis for this principle is the 
concept of interchangeability (the same basis from which Fitts’ or MABA-MABA lists 
operate). In general, however, substitutability only works when parts are not interacting 
and when there is no appreciable tear and wear. If parts are interacting, they constitute 
a system with (inter-)dependencies, which almost by definition invalidates the substitu-
tion assumption.

The irony is not necessarily that the automaton analogy is ineffectual as a basis for 
describing human performance. The irony, rather, is that the automaton analogy is also 
useless for describing machines in the context of human-machine systems where the func-
tioning of the machine must be seen together with the functioning of a person (Hollnagel 
and Woods 2005; Roth, Bennett, and Woods 1987). It probably the case that whatever 
analogy we use for one (machine or human), we will have to use for the other (human or 
machine) as well. Because we want to retain some distinct human elements in the description 
of the user we are forced to apply the same elements to the description of the machine (as 
a kind of forced anthropomorphism). This was of course the reason behind the idea of ‘joint 
cognitive systems:’

A cognitive system produces intelligent action, that is, its behaviour is goal oriented, based on 
symbol manipulation and uses knowledge of the world (heuristic knowledge) for guidance 
Furthermore a cognitive system is adaptive and able to view a problem in more than one way. 
A cognitive system operates using knowledge about itself and the environment in the sense 
that it is able to plan and modify its actions on the basis of that knowledge (Hollnagel and 
Woods 1983, p. 589).

Conclusion: worker-as-imagined

Ironies remain in how human factors engineering relies on training, procedures, design 
and automation as its chief approaches to managing human variability. In addition to ‘Work-
as-Imagined’, we have created a kind of ‘Worker-as-Imagined,’ who has to make up for the 
inevitable shortcomings of our own imagination as we design artifacts and attempt to 
automate more of the work that gets done with them. The Worker-as-Imagined is redolent 
with paradoxes: compliant for the most part but creative when necessary (though the second 
part barely has a formal role in design processes or decisions). ‘Human factors’ tends to 
consider human agility or performance variability as a liability that should either be elim-
inated or brought under control. The arguments in this paper might nudge us to once again 
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recognise that variability is an indispensable asset, without which few of the common human 
factors solutions would ever work. To learn about its necessity, and appreciate the dynamic 
sacrifices and tradeoffs that get made in Work-as-Done all the time (Rasmussen 1997), the 
ability to somehow put oneself in the perspective of those who carry out the work is critical. 
Curiosity can replace judgment about what work is expected or ‘should’ be done (Havinga, 
Dekker, and Rae 2018). In recent research projects (Rae, Weber, and Dekker 2021), we have 
augmented the typical tools of cognitive work analysis and cognitive task design (Vicente 
1999) with questions such as:

•	 I notice that… Help me understand why it makes (more) sense to work this way;
•	 What are the obstacles we’re putting in your way to getting things done?
•	 What is the stupidest thing we’re asking you to do to get this thing to work?

With answers to questions such as these, we’ve learned that a more compassionate human 
factors poise can emerge. It avoids the construction of a new project or design on some 
‘human-as-imagined:’ for by the time it is done and implemented, all that is left for us is to 
hurl accusations at the user about why they couldn’t be more perfect, as some indeed did 
in the wake of the Boeing 737 MAX crashes and in response to earlier sentinel accidents 
(NTSB 2009) which might have pointed to the eventual MAX disasters (Englehardt, 
Werhane, and Newton 2021; Tkakic 2019). This not only respects the humanity of everyone 
involved in the ergonomic enterprise; it also allows us early on to capture the systemic 
factors that contribute to human-machine breakdowns and failures (Dekker 2024).
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